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he research proposes a model, which relates the following variables: (a) the CEO’s per-

ceptions of the environment, (b) the strategic business orientation, scanning, and struc-
tural characteristics, (c) technology policy, (d) realized innovative efforts of the firm, and
(e) measures of firm performance. The empirical data from small manufacturing enterprises
(SMEs) that share a common economic and industrial environment show that CEOs’ per-
ceptions of external environment—and not objective measures—are key significant issues
with respect to technology policy formulation and enactment in SMEs and its subsequent
organizational impacts. In particular, perceived environmental hostility and dynamism are
shown to have specific and differing moderating roles on the form and strength of the re-
lationships between technology policy and its determinants and between technology policy
and realized innovative efforts. Furthermore, a more aggressive technology policy leads to
greater realized innovative efforts, which in turn are positively related to export performance
and, to a lesser extent, to financial performance.
(Strategic Management of Technology; Small Firms; Strategy Enactment; Perceptions of the External
Environment)

1. Introduction been available on the formulation or effects of technol-

Technology is considered to be one of the most pow-
erful factors shaping the rules of competition. As a re-
sult, the strategic management of technology is a crucial
concern for an increasing number of firms and also gen-
erates considerable academic interest (NRC 1991). This
paper investigates one central theme in the area of stra-
tegic management of technology, focusing on the deter-
minants and outcomes of technology policy at the firm
level. More specifically, the study presented here is con-
ducted in the context of small manufacturing enter-
prises (SMEs), where the CEO is known to play a crucial
role (Harrison 1992). This paper makes a substantial
contribution to understanding technology and strategy
in SMEs because heretofore little empirical evidence has
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ogy policy in small firms (Zahra and Covin 1993).

The study also builds extensively on previous work
realized in contingency theory where environmental
characteristics are known to be important moderating
variables (Prescott 1986). However, it departs from
past research by simultaneously pursuing two objec-
tives:

(i) to analyze the specific moderating role of environ-
mental variables not on the classical link between strat-
egy and performance (S — P) but rather on the relation-
ships defined in the sequence S&D — TP = RIE—P (i.e,,
strategy and other determinants of technology policy,
technology policy itself, actions in the form of realized
innovative efforts, and performance);
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(ii) to investigate whether perceived (not factual)
characteristics of the external environment moderate
the form and the strength of specified relationships.

The intent of this article is to demonstrate the power
of the CEO’s perceptions of the firm’s environment in
moulding an SME's technological policy and to present
evidence of its related specific moderating effects. A
CEO'’s personal view of the world acts as a prism
through which data from the environment passes and
is differentially weighted to form patterns that make
sense to the CEQ. In other words, different CEOs inter-
pret the same external environment differently, and
these different interpretations lead to the formulation
and enactment of distinctive technology policies and to
different innovative actions. These differences affect ul-
timately organizational performance.

The paper is organized as follows. The next section
gives a summary of the foundations for the research,
presents the proposed model and variables as well as
the specific hypotheses to be tested. Section 3 of the pa-
per describes the data collection procedures and re-
search variables. Section 4 presents the results of the
analyses and discusses the degree to which they sup-
port the model and the hypotheses. Section 5 identifies
the study’s strengths and limitations and presents a
summary of the results.

2. Research Framework

Trying to establish a direct relationship between overall
strategic behavior and firm performance may bypass
some important intermediate stages a firm engages in
in its pursuit of performance. In a hierarchical perspec-
tive, strategy has traditionally been categorized at three
levels—corporate, business, and functional (Grant and
King 1982). In small independent firms, corporate and
business unit levels are indissociable and merge into a
single dimension, which leaves us with two levels,
namely overall firm strategy and functional strategies,
the latter being derived from the former (Hofer and
Schendel 1978). In this particular case, because the focus
is on the strategic management of technology, rather
than concentrating on the numerous functional strate-
gies, we decided to investigate the firm’s technology
policy. Technology policy is strongly connected to the
overall firm strategy (Maidique and Patch 1988), and is,
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by definition, cross-functional because it encompasses
products, processes, and support technologies (Adler
1989). The enactment of technology policy is observed
through specific realized innovative efforts in the form
of R&D investments, adoption of computer-based ad-
ministrative or production applications and technolog-
ical monitoring, all of which are aimed at improving the
firm’s products or processes. In turn, these efforts con-
tribute to the organization’s performance.

It is therefore proposed to investigate here the se-
quence (S & D — TP — RIE — P) shown on the right side
of Figure 1, which also includes other known determi-
nants of technology policy. These relationships and the
corresponding hypotheses identified next to the vertical
arrows are clarified and supported in §§2.1, 2.2, and 2.3.

At the heart of the model, which corresponds to the
left side of Figure 1, lie the hypothesized moderating
effects of the CEOs’ perceptions of the external environ-
ment. The importance of these perceptions is discussed
in §2.4 and the moderating effects are presented in §2.5.
This study does not investigate the impact of the objec-
tive environment although such an environment is
known to have significant effects on firm strategy and
performance (Porter 1980). Rather, the effect of the ob-
jective environment is controlled by the research design.

2.1. Technology Policy and Its Determinants (H1a,
H1s, H1c)

Technology policy is defined as “’the long-range strat-
egy of the organization concerning the adoption of new
process and material innovations and the orientation of
new product or service innovations” (Ettlie and Bridges
1987: 118). Technology policy thus refers to the degree
to which a firm aggressively pursues technological
changes in terms of process innovation (i.e., up-to-date
production technologies and equipment), product in-
novation, technological forecasting activities, and re-
cruitment of qualified human resources. Administrative
innovations are not included, yet it is becoming increas-
ingly apparent that these forms of innovation are intri-
cately intertwined with the new process innovations,
that is, computer-based administrative or production
applications.

As shown in Figure 1, the determinants of technology
policy that act as predictor variables comprise the struc-
tural characteristics of the firm, scanning, and strategic
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Figure 1 Research Framework

Prism effect:
CEOs' personal biases

Moderator variables

I Outcome variables
;

Organizational performance:
-Financial performance

-Export performance

H3ab
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Realized innovative efforts:
-R&D

-Innovativeness score

-External technological experience

Objective
realities of the
external
environment

CEOs' differing
perceptions of
the external
environment

H5abcdef T H2

Dependent variable

Technology policy

-

H1ab,c

orientation (STROBE). Each of these factors is discussed
briefly in the following paragraphs.

Structural Characteristics. The actual organiza-
tional structure provides the appropriate context for
strategic choices (Burgelman 1986) and for an aggres-
sive technology policy (Ettlie and Bridges 1987), al-
though structure can also be viewed as the result of stra-
tegic choices (Chandler 1962). In particular, a concen-
tration of technical and scientific knowledge, also
termed technocratization, has been shown to be a cru-
cial determinant of innovativeness (Collins et al. 1988)
and a significant predictor of organizational technology
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H4ab,cdef

Predictor variables

Determinants of technology

policy:

-Structural characteristics

-Scanning

-Strategic orientation of business
enterprise (STROBE)

policy (Ettlie and Bridges 1987). On the other hand, a
greater degree of centralization and formalization ap-
pears to hamper innovativeness (Cohn and Turyn
1984).

Scanning. Strategic awareness of the competitiveac-
tions undertaken by direct competitors and of prevail-
ing market conditions appears to be a crucial organi-
zational function that promotes within the firm activi-
ties aimed at defining clients’ opinions, conducting
market studies, following competitors’ strategies, and
predicting sales behavior and customer needs. The sys-
tematic use of scanning mechanisms directed at the
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identification of opportunities and threats from com-
petitors or from emergent technologies is crucial (Weiss
and Birnbaum 1989) and should be viewed as a pow-
erful determinant of technology policy. Furthermore,
Hambrick (1981) has indicated that scanning is an im-
portant source of influence over the strategic decision-
making process.

Strategic Orientation of Business Enterprise
(STROBE). Strategic orientation of the business enter-
prise or STROBE (Venkatraman 1989) reflects the actual
strategies pursued by a firm with respect to its compet-
itors and involves a host of organizational activities,
whether they be product-related, price-related, process-
related, or financially related. The STROBE measure
characterizes a firm along six dimensions that corre-
spond to traditional strategic orientations: aggressive-
ness, analysis, defensiveness, futurity, proactiveness,
and riskiness. The aggressiveness dimension reflects a
firm’s market share seeking behavior, and analysis cap-
tures the presence of formal planning and evaluation
activities with respect to strategic alternatives. Defen-
siveness relates to the emphasis a firm places on perfor-
mance monitoring and enhancement of core manufac-
turing competencies. The futurity dimension denotes
the presence of a long-term view, supported by ongoing
evaluation of significant trends, and of activities such
as R&D, that are designed to provide longer-term ben-
efits for the firm. Proactiveness emphasizes an opportu-
nity seeking behavior, “‘first-to-market” innovativeness,
and strategic acquisitions that support the preceding el-
ements. Finally, the riskiness dimension relates to risk
management in terms of resource allocation decisions,
operations, and choice of projects.

Given that policy can be defined as “’the operation-
alized substance of strategy”” (Adler 1989: 54), specific
corporate strategic orientations (Venkatraman 1989) can
determine a firm’s technology policy. In this respect,
higher values along the STROBE dimensions should
promote an aggressive technology policy because clear
and strong strategy statements should also translate
into a strong technology policy. In fact, the need for a
closer link between strategy and technology has been
suggested by a number of authors (Zahra et al. 1994)
and explored empirically in manufacturing firms
(Zahra and Covin 1993) and within the specific context
of SMEs (Lefebvre et al. 1992).
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This discussion of the determinants of technology
policy leads to the following hypotheses:

H1A. Technocratization is positively related to the degree
of aggressiveness of technology policy in SMEs whereas cen-
tralization and formalization are negatively related to it.

HiB. The systematic use of scanning mechanisms is pos-
itively related to the degree of aggressiveness of technology
policy in SMEs.

Hic. All dimensions of STROBE (aggressiveness, anal-
ysis, defensiveness, futurity, proactiveness, riskiness) are
positively related to the degree of aggressiveness of technology
policy in SMEs.

2.2, Technology Policy and Realized Innovative
Efforts (H2)

Realized innovative efforts (or predicted variables) in
SME:s are usually of three types. The first is associated
with traditional R&D investments mainly aimed at im-
proving or modifying existing products, and, more
rarely, developing new ones. The second concentrates
on improving existing practices through the adoption
of computer-based information and manufacturing
technologies (Lefebvre and Lefebvre 1993). Finally, the
third represents the extent of external technological ex-
perience and know-how with respect to new technolog-
ical developments, the commercial availability of new
technologies and the comparative advantages that may
be derived from the new technologies (Weiss and Birn-
baum 1989).

An aggressive technology policy should promote or-
ganizational innovativeness and success (Maidique and
Patch 1978). Empirical evidence provided by Ettlie and
Bridges (1982) suggests that firms that have an aggres-
sive and forward-looking technology policy are also
more likely to innovate.

Thus:

H2. A more aggressive technology policy leads to greater
realized innovative efforts in SMEs.

2.3. Realized Innovative Efforts and Organizational
Performance (H3A, H3B)

We have seen that a firm’s realized innovative efforts

are the result of an aggressive technology policy, which

is itself determined by several predictors. Obviously,

this line of inquiry is of interest if we can ultimately
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show that realized innovative efforts can enhance a
firm’s performance.

All three types of innovative efforts should contribute
to a firm’s performance. R&D activities have been as-
sociated with different types of firm performance such
as profitability (Morbey and Reithner 1990), productiv-
ity growth (Chakrabarti 1990), sales growth, and suc-
cess on worldwide markets (Franko 1989). However,
the link between R&D investment and subsequent per-
formance at the firm level is not always clearly estab-
lished due in part to the lag effect reported by Brockoff
(1986). As for computer-based process innovations,
there is general agreement that the adoption of new
technologies does improve a firm’s competitiveness and
is associated with competitive advantages derived from
higher-quality products, lower production costs, or in-
creased diversity. Ultimately, this could translate into
improved firm performance. Finally, the level of exter-
nal technological experience is of the utmost importance
(Lefebvre et al. 1991) and gives firms a leading edge in
terms of new market opportunities and new manufac-
turing or administrative processes. Again, this should
have a positive impact on firm performance.

For SMEs, two types of performance are of critical
importance. The first is financial performance, given the
lack of financial resources in these firms and the second
is export performance. With the opening up of new mar-
kets, SMEs are subjected to increased competition from
new rivals and therefore must themselves broaden their
reach by developing new markets (Baldwin et al. 1994).

Thus:

H3A. Realized innovative efforts are positively associated
with financial performance in SMEs.

H38. Realized innovative efforts are positively associated
with export performance in SMEs.

2.4. The Crucial Importance of CEOs’ Perceptions of
the External Environment
The following argument is both central and fundamen-
tal to our research framework: the strategic manage-
ment of technology is subject to CEOs’ perceptions of
the external environment, which reflect more or less im-
perfectly the objective realities of that environment. This
is illustrated by the prism effect created by CEOs’ per-
sonal biases, which translates into differing perceptions
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of a common external environment. Furthermore, these
perceptions have a moderating effect on the relation-
ships between determinants of technology policy and
technology policy itself and between technology policy
and realized innovative efforts.

This argument rests on three key, and complemen-
tary, premises.

FIRST PREMISE. The external environment is of crucial
importance to strategy in general and to the strategic man-
agement of technology in particular.

Firms operate in turbulent environments that can rad-
ically alter the bases of competition. Consequently,
firms need to make strategic choices that are adapted to
their external environments (Harrison 1992). In fact, an
impressive tradition of research literature in organiza-
tional theory and strategy has recognized the key role
of environmental scanning in the strategy making pro-
cess (Bourgeois 1980, Hambrick 1981). This is also in
line with the growing body of literature suggesting that
organizations should become what Quinn (1992) has
called “intelligent enterprises.” In particular, in an open
systems perspective, firms are continuously required to
adapt to rapid market and technological changes. Ac-
cordingly, the understanding a firm develops of its ex-
ternal environment is the starting point for “the deter-
mination of a suitable strategy’’ (Andrews 1971: 59) and
of “the process of competition” (Pettigrew and Whipp
1991: 105) and is indeed “‘a prerequisite for any strat-
egy”’ (Adler 1989: 31).

Because increasingly technology is considered “the
engine that drives competition”” (Galbraith and Lawler
1993: 6), strategic management of technology also re-
quires in-depth knowledge and continuous monitoring
of changes in the environment.

SECOND PREMISE. Strategic coalignment or fit with the
external environment is essential.

A wide range of organizational studies have placed
considerable emphasis on contingency theories. In such
theories, the notion of ““fit,” also referred to as “coalign-
ment”” or ““match,” is an important concept, although it
raises both conceptual and methodological difficulties
(Venkatraman 1989). In the literature on strategy, the
required coalignment between strategy and its context
has traditionally received a vast amount of attention
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from researchers {(Lawrence and Lorsch 1967, Bourgeois
1980, Ginsberg and Venkatraman 1985). The appropri-
ate match between organizational strategies and the ex-
ternal environment (“‘external fit”) has been shown to
have a positive impact on performance (Venkatraman
and Prescott 1990, Prescott 1986). ““Internal fit"” can be
viewed, for example, in terms of coalignment between
strategy and organizational structure leading to in-
creased performance (Chandler 1962), or in terms of
coalignment between technology and structure that also
leads to greater performance (Hoffman et al. 1992).
Achieving both external and internal fit may prove ex-
tremely difficult. Miller concludes that firms generally
achieve either one or the other, although exceptionally
they may attain both, since “internal and external fit are
not always incompatible’”” (Miller 1992: 159).

This study focuses on the issue of external fit, because
a concern with SMEs’ technology policy and competi-
tiveness presupposes a concern with the overall com-
petitive dynamics of the industrial sector within which
SMEs operate. Moreover, because of the inherent char-
acteristics of SMEs (e.g., their organic nature and the
limited number of strategic decision-makers), we might
presume that such firms would find internal fit easier
to achieve than external fit.

THRD PREMISE. CEOs’ diverging perceptions of the envi-
ronment override factual characteristics of the environment.

As Bourgeois (1980: 34) pointed out, there is an ex-
plicit distinction between characteristics of the environ-
ment and the perception of that environment by human
agents. This study adopts the process view, whereby a
decision-maker’s perceptions of the environment pre-
vail over the objective measurements (Jauch and Kraft
1986). This view has been supported by various authors
who have argued quite strongly that managers’ percep-
tions of the environment are more critical to organiza-
tional strategy than objective or archival measures of the
environment (Hambrick and Snow 1977). In fact, firms
react to the environment their top management per-
ceives and “‘the same ((objective)) environment may ap-
pear differently to different organizations” (Snow 1976:
249). From an empirical standpoint, Boyd et al. (1993)
reported large differences in munificence and dy-
namism scores obtained by firms operating in the
semiconductor industry. This preliminary evidence
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prompted them to hypothesize that managerial percep-
tions of the environment are indeed significantly differ-
ent across firms within a single industry.

One of the strong arguments in favor of differing per-
ceptions between CEOs sharing the same external envi-
ronment comes from the social constructionist perspective
(Gergen 1985), which claims that environmental pressures
are socially determined (Mason 1991). In Weick’s (1979)
interpretation of the process of sense-making by an orga-
nization, action, knowledge, cognition, and communica-
tion are inseparable and thus CEOs’ perceptions are
largely determined by their respective cognitive maps.
Furthermore, every top manager is subject to his or her
own bounded rationality (Simon 1957), which, as a con-
sequence, limits the scope and focus of observation, in
particular with respect to the external environment. This
is also referred to as segmentalism (Kanter 1983).

Sources of variations between objective and percep-
tual characteristics of the external environment found
also some compelling explanations in the notion of “me-
diating filter”! introduced by Downey and Slocum
(1975) who focussed on cognitive factors at the individ-
ual level. In a thorough literature review, Boyd et al.
(1993) suggested that individual perceptions of the en-
vironment are influenced not only by individual factors
(mainly cognitive factors such as ambiguity tolerance
and cognitive complexity as well as one’s choice of com-
munication media) but also by workgroup, organiza-
tional, and strategic factors.

The above literature demonstrates the importance of
perceptions of the external environment and provides
explanation for individual perceptual differences. Our
objective will be to analyse the effects of these percep-
tual differences.

2.5. The Moderating Role of Perceived
Characteristics of the External Environment
(H4A, H48, H4c, H4D, H4g, H4F, H5A, H5B,
H5c, H5D, H5€, H5F)

Environmental perceptions reflect two dimensions previ-

ously identified by Miller (1987) and more recently by

! Figure 1 retains the notion of prism rather than the notion of filter.
A filter implies that some elements of the external environment are
captured by CEOs whereas a prism better illustrates the array of CEOs’
diverging perceptions.
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Gupta and Chin (1993): hostility and dynamism. Environ-
mental hostility captures the perceived threats to the very
survival of the firm, namely increasingly harsh competi-
tion on product prices, depleting markets, scarcity of qual-
ified and specialized labor, difficulty of access to raw ma-
terials, components or parts from suppliers, and govern-
ment intervention. Obviously, these threats exist for all
manufacturing firms but they may be more acute for
SMEs, which do not have the financial leverage of larger
firms. Hence, perceived hostility is considered as a key
characteristic of the external environment in an SME con-
text. Equally important, environmental dynamism, also
referred to as uncertainty (Khandwalla 1977), reflects the
perceived degree of unpredictability and rate of change of
the external environment.

According to Venkatraman (1989), fit may be defined
as moderation, when the relationship between a predictor
variable and a dependent variable is ““contingent” upon a
third variable called a moderator. The form and the
strength of the moderation are, however, “separate and
separable” issues (Arnold 1982) that require distinct con-
ceptual arguments and statistical analyses. If the depen-
dent variable is jointly determined by the predictor and
the moderator, the moderator is said to influence the form
of the relationship. If the degree of the relationship be-
tween the predictor and the dependent variable varies
with different levels of the moderator, then the moderator
is said to influence the strength of the relationship. This
distinct role of moderators is critical in a contingency per-
spective and has been recognized by several researchers.
For example, Prescott (1986) has shown that factual char-
acteristics of the environment, namely market structures,
moderate the strength but not the form of the relationship
between strategy and performance.

As previously discussed, CEOs’ perceptions are de-
cisive and, in spite of their inherent inaccuracies, it is
hypothesized here that these perceptions largely influ-
ence the form and strength of the relationship between
the determinants of technology policy and technology
policy itself (H4a, H4s, H4c, H4D, H4E, H4F) and be-
tween technology policy and realized innovative efforts
(H54, H58, H5C, H5D, H5E, H5F).

The Moderating Role of Environmental Perceptions
on the Form and Strength of the Relationship between
Technology Policy and Its Determinants. In order to
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deal with the complex issues created by uncertain or
dynamic environments, it has been shown that firms
tend to decentralize decision-making, to rely to a greater
extent on specialists such as engineers, scientists and
technicians (Miller 1991), to implement in the case of
small firms more formal organizational procedures
(Miller 1992) and to intensify scanning activities (Ham-
brick 1983). Furthermore, uncertain environments re-
quire specific attributes (or dimensions) of business
strategies such as more proactive and comprehensive
strategies (Khandwalla 1977) or strategies that integrate
a higher acceptance of risk (Paine and Anderson 1977).
Specific generic strategies (Porter 1980) also yield better
results depending on the characteristics of the environ-
ment: for example, strategies of differentiation (includ-
ing more aggressive marketing differentiation) are pos-
itively related to uncertain environments whereas, in
contrast, strategies of cost leadership are more suitable
in stable and predictable environments (Miller 1988).

If dynamic environments tend to be sources of op-
portunities for small firms, especially those driven by
entrepreneurial and venturesome CEOs (Miller and
Friesen 1982), hostile environments, also known as
“risky, stressful, and dominating” environments
(Khandwalla 1977: 335), constitute serious threats to the
survival of these firms. In the context of SMEs, hostility
generally represents a more fearsome characteristic of
the environment, and it is expected that CEOs would
react more drastically to hostility than to dynamism.
Following this line of reasoning, hostility should play a
more important moderating role than dynamism. Fur-
thermore, hostility might even change the direction of
the relationships of some determinants of technology
policy. For example, in hostile environments, CEOs may
well choose less-risky strategies. Although CEOs of
small firms, and more particularly entrepreneurs, are
usually viewed as risk takers, constantly on the look out
for new opportunities, in reality they expend a great
deal of their efforts on reducing risk. It is therefore as-
sumed that, in a more hostile environment they choose
to protect their firms’ long-term survival and to act pru-
dently with respect to technology policy.

Accordingly, the relationship of any given determi-
nant and technology policy may vary across different
subenvironments and environmental perceptions would
then be said to have an effect on the strength of the re-
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lationship between the determinants of technology pol-
icy and technology policy itself. Yet the joint influence
of technology policy determinants and environmental
perceptions should provide some explanatory power
with respect to technology policy, in which case envi-
ronmental perceptions would affect the form of the re-
lationship between the determinants and technology
policy. Finally, the set of determinants of technology
policy would display a stronger predictive validity in
more hostile and more dynamic environments.
The following hypotheses will therefore be tested:

H4a. Perceived hostility moderates the form of the rela-
tionship between technology policy and its determinants.

H4B. Perceived dynamism moderates the form of the re-
lationship between technology policy and its determinants.

H4c. The predictive validity of the set of determinants of
technology policy varies with the level of perceived hostility.

H4D. The predictive validity of the set of determinants of
technology policy varies with the level of perceived dyna-
mism.

H4E. Perceived hostility moderates the strength of the
relationship between technology policy and its determinants.

H4F. Perceived dynamism moderates the strength of
the relationship between technology policy and its deter-
minants.

The Moderating Role of the Perceived Environ-
ment on the Form and Strength of the Relationship
between Technology Policy and Realized Innova-
tive Efforts. All three types of realized innovative
efforts require substantial financial and nonfinancial
investments, which may be delayed or accelerated de-
pending on CEOs’ perceptions of the external envi-
ronment. In more dynamic and hostile environments,
strategies of innovation seem more appropriate
(Hambrick 1983, Miller 1988) and realized innovative
efforts should, as a consequence, be greater, thus sug-
gesting that the strength of the relationship between
technology policy and innovative efforts is greater in
these subenvironments.

This general proposition has, however, been chal-
lenged. Miller and Friesen (1982) found a positive cor-
relation with environmental characteristics (in particu-
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lar, dynamism and hostility) for both entrepreneurial
and conservative firms, whereas Khan and Manopi-
chetwattana (1989) observe a negative relationship be-
tween product innovation and environmental hostility.
Both these results suggest an important conflicting role
for hostility with respect to product innovation. It is ar-
gued here that, in highly hostile environments, small
firms may have a tendency to take more precautions, to
limit any high-risk investments with long payoff peri-
ods, such as engaging in R&D activities, and to avoid
less hasty commitment of resources (Bourgeois 1985).
This leads us to hypothesize that the predictive validity
of technology policy would be higher with respect to all
three types of innovative efforts in highly dynamic en-
vironments, but is expected to be lower especially with
respect to R&D investments in highly hostile environ-
ments.

The combination of both favourable environmen-
tal conditions and a clear and strong technology pol-
icy would lead to greater innovative efforts. How-
ever, perceived environmental hostility, even with
the presence of a very aggressive technology policy,
would tend to divert resources away from the longer
term and the more uncertain innovative efforts. This
does not imply that innovation is an inappropriate
answer to environmental hostility as empirical evi-
dence shows that hostility and innovation are posi-
tively related in the case of successful firms (Hall
1980), and also in the case of small high-performing
firms (Covin and Slevin 1989). Rather, it suggests
that the emphasis placed on the three types of in-
novative efforts is different depending on CEOs’ per-
ceptions of hostility. R&D investments in small firms
entail a fairly high level of uncertainty with respect
to their potential return especially in highly hostile
environments. The same argument prevails when
computer-based applications are considered: the
adoption and implementation of these technologies,
in particular advanced manufacturing technologies
generate numerous difficulties (Schroeder et al.
1989) that are often overlooked or underestimated by
the CEOs of small manufacturing firms. The role of
perceived environmental hostility on the form of the
relationship between technology policy and realized
innovative efforts certainly merits further investiga-
tion.
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From the above discussion, the following hypotheses
are proposed:

H5A.  Perceived hostility moderates the form of the rela-
tionship between technology policy and realized innovative
efforts.

H58. Perceived dynamism moderates the form of the re-
lationship between technology policy and realized innovative
efforts.

H5C. The predictive validity of technology policy with
respect to realized innovative efforts varies with the level of
perceived hostility.

HS5D. The predictive validity of technology policy with
respect to realized innovative efforts varies with the level of
perceived dynamism.

H5E. Perceived hostility moderates the strength of the
relationship between technology policy and realized innova-
tive efforts.

H5F. Perceived dynamism moderates the strength of the
relationship between technology policy and realized innova-
tive efforts.

3. Methodology

Relationships indicated in Figure 1 are tested in the spe-
cific context of SMEs for the following reasons. First, in
these smaller firms, strategy tends to be intuitively de-
rived (Mintzberg 1988), essentially driven by CEOs and
difficult to detach from the characteristics of its foun-
ders (Adler 1989). Since, the CEO is the “principal ar-
chitect of corporate strategy’” (Harrison 1992), his/her
perceptions of the environment, no matter how biased
they may appear, are therefore predominant in deter-
mining the strategic direction of the firm. Second, with
respect to technology policy, the prism effect resulting
from CEOs’ biases cannot be ignored, as technological
choices and investments are greatly influenced by man-
agerial attitudes (Ginsberg and Venkatraman 1992) and
personal characteristics and personality traits of CEOs
(Lefebvre and Lefebvre 1992). Third, SMEs may be
more vulnerable than larger firms to hostile environ-
mental changes because they lack the resources that
could be used as buffers (Carter 1990). Fourth, SMEs
constitute not only an important proportion of all op-
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erating firms in industrialized economies, but also con-
tribute significantly to new job creations.

The emphasis on environmental perceptions requires
a tight research design. It is necessary to control for in-
tersectorial variations of the objective characteristics of
the external environment. Retaining a single industrial
sector is a relatively easy and straight forward way to
control for industry effects (Dess et al. 1990). Further-
more, perceptions also vary among members of a same
organization depending on their hierarchical position
and their functional expertise (Boyd et al. 1993) and, as
consequence, it is proposed to control for these two fac-
tors by selecting CEOs as single respondents.

3.1. Population and Data Collection

In order to ensure that the CEOs share an environ-
ment as homogeneous as possible, the following cri-
teria were retained: all firms were independent, active
in the same industrial sector (metal), located in the
same geographical region (province of Quebec) and
belonged to the same size group (fewer than 200 em-
ployees). Furthermore, all had adopted at least one
advanced manufacturing technology, which auto-
matically excluded smaller artisanal firms and low-
level ““job shops.”” From the list published by the Ca-
nadian Association of Manufacturers, 151 firms met
all of the above criteria.

The CEOs of all these firms were contacted by
phone: 86 CEOs agreed to schedule an interview. The
principal reason CEOs of nonparticipating firms gave
for not taking part in the study was lack of time. Two
CEOs could not be reached in person during the four-
month data collection period. Semistructured inter-
views were conducted with the CEOs on the company
sites and lasted between two and three hours. Two of
the principal investigators and two graduate students
conducted the interviews using identical protocols. In
the case of two firms, the CEO was not available at
the time of the scheduled interview and close associ-
ates participated in the study: these two firms were
discarded from the sample. The actual number of re-
spondents in this study is therefore 84 CEOs, for a
final response rate of 56%.

Analysis of nonrespondents (goodness of fit tests) in-
dicated that they did not differ from respondents with
respect to firm size. However, the response rate was
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Figure 2 Research Variables, Operational Measures, and Descriptive Statistics
In This Study
Construct Reliability in Construct
Variables Operational Measures Previous Studies Reliability =~ Mean S.D.
DEPENDENT VARIABLE (Ettlie and Bridges 1987)"
Technology policy® nine items 0.79 0.85 4.02 1.39
PREDICTOR VARIABLES
o Structural characteristics:
Technocratization® % of scientists, engineers, programmers  (Collins et al. 1988) N/A 597% 11.74%
and technicians N/A
Formalization® three items (Lefebvre & Lefebvre 1992) 0.51 4,05 153
0.89
Centralization® six items (Miller & Friesen 1982) 0.70 6.56 0.46
0.79
¢ Scanning:
Scanning mechanisms® four items (Miller & Friesen 1982) 0.72 3.91 1.36
0.74
e Strategic orientation (STROBE): (Venkatraman 1989)®
Aggressiveness'® four items 0.68 0.71 2.79 1.27
Analysis® six items 0.67 0.67 5.56 0.85
Defensiveness® four items 0.53 0.71 5.50 1.09
Futurity® five items 0.61 0.68 4.68 1.43
Proactiveness® five items 0.64 0.51 3.30 1.63
Riskiness® five items 0.53 0.52 3.40 1.7
MODERATOR VARIABLES
* Perceived environmental uncertainty:
Hostility® six items (Miller & Friesen 1982) 0.50 3.96 1.43
0.55
Dynamism®) five items 0.74 0.58 3.06 1.24
PREDICTED VARIABLES
* R&D investments in R&D as a % of annual N/A N/A 1.83%  3.79%
sales
» Degree of process innovativeness:
Computer-based administrative technolo-  see Appendix 2 (composite measures) N/A N/A 56.02 36.43
gies N/A 53.40 39.60
Computer-based manufacturing technolo-
gies
o External technological experience® three items N/A, derived from Weiss 0.68 5.28 1.29
and Birnbaum (1989)
OUTCOME VARIABLES
e Financial performance® three items (Collins et al. 1988) 0.73 459 0.89
* Export performance export sales as a % of annual sales N/A N/A 1717% 28.01%

(' The 9-item construct is adapted from Ettlie et al.’s (1984) 7-item construct; one of the items was split into two separate items, and an additional item

was added.

) Venkatraman used a composite measure of reliability developed by Werts et al. (1974); all other authors used the typical Cronbach « coefficient.
) Measured on 7-point Likert scales; the remaining variables are based on factual measures.
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slightly higher outside the metropolitan Montreal area
(response rate = 62%).

3.2. Research Variables

The variables are presented in Figure 2 along with their
theoretical justification, Cronbach alpha coefficients,
when applicable, and descriptive statistics. All of the
perceptual variables retained in this study were mea-
sured using previously tested multiscale constructs. As
operational measures for some variables were devel-
oped for larger firms, the Cronbach alpha coefficients
from previous studies are shown, when available. The
reliability of these constructs seems to hold up for the
small firms involved in this study. The Cronbach alpha
coefficients are within the guidelines set by Van de Ven
and Ferry (1980), ranging from 0.50 to 0.85. The oper-
ational measures used in the structured interview
guide are presented in Appendix 1. The exact wording
and scale reference anchor phrases appearing in the
original interview guide can be obtained from the lead
author.

The measure of the degree of process innovativeness
is a composite measure of the level of process innova-
tiveness using data on computer-based administrative
and manufacturing applications (see Appendix 2). This
measure, inspired by the well-known Khandwalla Score
(1977) is defined by using both the number of applica-
tions adopted by a firm and the weight attributed to
each by a panel of experts who ranked each application
on 7-point Likert scales according to its degree of radi-
calness (Lefebvre and Lefebvre 1992, Dewar and Dut-
ton, 1986) thus providing for each firm a total weighted
score of process innovativeness. No distinction is made
here between computer-based administrative and man-
ufacturing applications because they are becoming
more and more integrated in the manufacturing sector
and are increasingly difficult to dissociate (Goldhar and
Jelinek 1985).

One last comment pertains to the measure of perfor-
mance. Financial performance is assessed by perceptual
measures that have been used extensively by other re-
searchers (Robinson and Pearce 1988) and have been
shown to correlate highly with objective measures such
as return on assets (ROA). Subjective measures were
also used because CEOs of small firms are often reluc-
tant to provide hard financial data (Sapienza et al.
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1988). For export performance, factual measures were
used because the CEOs surveyed did not consider these
measures to be sensitive information.

4. Results and Discussion

4.1. Structural Characteristics, Process, and STROBE

as Predictors of Technology Policy
The first three hypotheses (H1a, H1B, H1C) were tested
using hierarchical regression analysis. No serious prob-
lems of multicollinearity exist between the independent
variables® since the strongest correlation coefficient oc-
curs between defensiveness and analysis (v = 0.49). The
results of the hierarchical regression analysis, in which
the three blocks of variables (structural characteristics,
scanning and strategic orientation) are entered one by
one, are presented in Table 1. It can be observed in
model 1 that the variance explained by the effect of
structural characteristics on technology policy accounts
for slightly more than 6%. When entering the second
block (scanning), we witness a significant change in the
explained variance (AR? = 6.39%). Therefore, scanning
mechanisms account for as much explained variance as
do structural characteristics. A significant and sharp in-
crease in the variance is noted as a result of the inclusion
of the STROBE variables (model 3): the explained vari-
ance jumps to 48.93%, an increase of more than 36%. It
therefore seems that organizational structure and scan-
ning mechanisms have far less explanatory power than
strategic orientation. The rather informal and ill-defined
organizational structure found in SMEs as well as the
apparent lack of formal scanning mechanisms largely
explain this result.

The values of standardized betas in model 3 reveal
some interesting results. First, H1A is only partially sup-
ported: technocratization is significantly and positively
related to technology policy as predicted, but both cen-
tralization and formalization show significant but op-
posite relationships to the ones predicted. With regard
to technocratization, it comes as no surprise that the rel-
ative proportion of technically oriented personnel in a
firm is related to a greater emphasis on technology pol-

2 The full Pearson correlation matrix is available on request from the
lead author.
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Table 1 Results of Hierarchical Regression Analysis: Technology
Policy as a Function of Structural Characteristics, Scanning,
and Strategic Orientation (n = 84)
Model 1 Model 2 Model 3
Independent Variables B Bm A"
Structural Characteristics
Formalization .23 019" VI i St
Technocratization 0.08 0.11* 0.09*
Centralization 0.07 0.09* 0.09*
Scanning
Scanning mechanisms 0:26* 0.04
Strategic Orientations
Aggressiveness 0:21%5**
Analysis —-0.08
Defensiveness 0:317°5
Futurity® 0:g3* >
Proactiveness 0.39%F ="
Riskiness 0.01
R® 6.24%? **  12.63%®@ ***  48.93%@ ****
AR® 6.39%@® ** 36.30% ***

* o< 010 ** p<0.05; %" p < 0.01; 2*** p< 0.001.

() Standardized betas reported.

@ Adjusted R?.

@) Change in R after each step of the hierarchical regression. F test is
performed using the following formula:

ARPIM
(1= R®)/(n— k—1)

s

where M is the number of independent variables added from model 1 to
model 2, n is the number of respondents and k is the number of variables
in model 2. This is repeated for each subsequent model.

@ Scanning for futurity are related (r = 0.45, p < 0.001 in appendix 3)
although this does not pose any serious multicollinearity problem for re-
gression analysis. The mediating effect of scanning on the relationship be-
tween futurity and technology policy can be represented as below:

futurity

b

scanning —— technology policy

The above mediational model is simply tested with the following regression
functions:

futurity = £ (scanning); R®? = 30.51%, p = 0.0000; 8 = 0.55, p = 0.0000.
technology policy = f (scanning): R? = 7.19%, p = 0.0137; 8 = 0.27, p
= 0.0035.

technology policy = f (scanning, futurity): R® = 26.43%, p = 0.0000; 3,
= —0.02, p = 0.8436 and 3, = 0.53, p = 0.0000 respectively for scanning
and futurity).

MANAGEMENT SCIENCE/Vol. 43, No. 6, June 1997

icy, which is a natural extension of the degree of concern
with technical issues in the firm. One surprising finding
that contradicts the results of previous empirical studies
on innovation (Cohn and Turyn 1984) is the positive
relationship between formalization and technology pol-
icy. This could be explained by the fact that the firms in
this sample were all actively engaged in the new man-
ufacturing technologies and were all “producers” of
hard goods. These smaller firms require some struc-
tured procedures and guidelines in order to get things
done and take advantage of the full benefits the new
technologies provide; in any case, formalization does
not equate to “‘bureaucratization,’” as our on-site obser-
vations enabled us to note. The unexpected positive im-
pact of centralization could be explained by the fact that
limiting the number of people involved in policy-
making decisions may facilitate and accelerate the
decision-making process.

Second, scanning is a strong determinant of technol-
ogy policy in model 2 (4 = 0.26, p < 0.01 as stipulated
in H1B) but becomes a nonsignificant predictor when
the dimensions of STROBE are added (model 3). This
indicates that certain dimensions of STROBE have a me-
diating effect on the relationship between scanning and
the independent variable (technology policy). Addi-
tional analysis presented in Note 4 to Table 1 sheds
some light on this last remark: scanning significantly
affects futurity (8 = 0.55; p = 0.0000) which in turn
significantly affects technology policy (6 = 0.27; p
= 0.0035) but, when one regresses technology policy on
both scanning and futurity, scanning has no effect on
technology policy (8 = —0.02, p = 0.8436). Futurity
therefore acts as a perfect mediator (Baron and Kenny
1986, p. 1177) or as a key prime intervening variable in
the relationship between scanning and technology pol-
icy. The interpretation of this mediating role is appeal-
ing on both practical and theoretical grounds: the pres-
ence of a strongly futuristic strategic orientation is nec-
essary for more intense scanning mechanisms to
translate into a more aggressive technology policy.

Third, as we turn to the contribution of the STROBE
dimensions, proactiveness, futurity, defensiveness, and ag-
gressiveness are strong predictors of a more progressive
technology policy which, overall, allows us to confirm
Hilc. This again appears quite reasonable because the first
three strategic orientations reveal an innovative and
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opportunistic market seeking behavior oriented towards
the Jong term, while the fourth, aggressiveness, reflects a
strong preoccupation with performance monitoring and
the enhancement of core manufacturing competencies. Fi-
nally, the negative beta coefficient for analysis is more in-
triguing. Although not significant, it raises the possibility
that decision-making behavior in SMEs differs from that
observed in larger organizations because it may rely as
much on intuition as it does on formal analysis.

4.2, Environmental Characteristics as Moderators
between Technology Policy and Its
Determinants

This section tests the specific moderating effects of en-
vironmental characteristics on the relationship between
technology policy and its determinants.

On the Form of the Relationship. Table 2 summa-
rizes the results obtained from the moderated regres-
sion analyses conducted between technology policy and
its determinants. Model 4 represents the addition of the
two presumed moderators to model 3 (shown in Table
1). This addition only accounts for a small increase in

the explained variance (AR? = 2.18%, N.S.) which
indicates that dynamism and hostility cannot be consid-
ered as predictors. Our next step is therefore to inves-
tigate the interaction effects between environment and
structural characteristics, process, and strategic orien-
tation. The interaction between environmental hostility
and the main effects (model 5) accounts for a significant
increase of more than 18% whereas the interaction with
environmental dynamism (model 6) results in a far less
important and nonsignificant increase of 8%. Model 7,
which incorporates both hostility and dynamism,
shows a cumulative R? of more than 73% and a signif-
icant interaction effect with the two environmental vari-
ables (AR? = 22.14%, p < 0.05).

Conceptually, the presence of a significant interaction
demonstrates that a moderator basically modifies the form
of the relationship between the predictor and the depen-
dent (or criterion) variable (Sharma et al. 1981). With ten
predictor variables and two moderators, results are not as
clearcut. A closer look at model 5 (as reported in Note 4
to Table 2) reveals that hostility moderates the form of the
relationship between technology policy and half of its de-

Table 2 Testing the Form of the Relationship between Technology Palicy and its Determinants: Results of Moderated Regression Analysis (n = 84)
Cumulative R*" ARXD

Independent Variables

Model 4: Main effects (structural characteristics, decision-making process, strategic orientation and per- 550 ek 2.18%

ceived environmental hostility and dynamism)

Model 5: Main effects and interaction effects with perceived environmental hostility®
Mode!l 6: Main effects and interaction effects with perceived environmental dynamism®

Model 7: Main effects and interaction effects with both perceived environmental hostility and dynamism®

(model 4 vs. model 3)

69.56*** 18.45%***@
(model 5 vs. model 4)
59.07*** 7.96%“
(model 6 vs. model 4)
73.25%** 22.14%**

(model 7 vs. model 4)

*p<010; ** p<0.05 *** p< 0.01; **** p < 0.001.
) Adjusted R?
@ AR? = change in R? the Ftest is performed as in Table 1.

@) Aithough multicollinearity problems arise from the introduction of cross-product terms (interaction effects) for models 5, 6, and 7, moderated regression
analysis is a valid tool when variables measured by Likert scales are used (Venkatraman 1989). Further, stepwise regressions are performed in order to reduce
the number of terms in the regressions for models 5, 6, and 7. Finally, ridge procedures used as remedial measures for multicollinearity (Neter et al. 1990:
412-418) show that interaction terms (both in terms of sign and relative importance) are stable although the resulting > somewhat lower.

“ The following interaction terms are positively and significantly related to technology policy: technocratization x hostility, proactiveness x hostility,
defensiveness x dynamism, analysis x dynamism. The following interaction terms are negatively and significantly related to technology policy: riskiness
X hostility, scanning X hostility, futurity x hostility, formalization x dynamism.

) Results from model 7 are not interpreted here and are only shown for indicative purposes, because problems of multicollinearity are more serious than
those observed in models 5 and 6.
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terminants (namely, technocratization, scanning, proac-
tiveness, riskiness and futurity). The presence of these five
significant interaction terms is consistent with the signifi-
cant increase in the explained variance mentioned earlier.
Based on the results of model 6, dynamism moderates the
form of the relationship between technology policy and
only three of the determinants—formalization, defensive-
ness, and analysis (Note 4 to Table 2). Hence, hypothesis
H4a is generally supported, whereas H4B receives only
minimal support.

In order to further investigate the specific moderating
effects of the two environmental variables,’ the sample
is divided according to perceived low versus high hos-
tility and perceived low versus high dynamism. The
median value is used to split the sample. The regression
analysis is then performed in each of the four subgroups
or subenvironments (Table 3). The analysis carried out
in Table 3 is identical to that performed in Table 2 but
does provide additional information. In fact, testing the
significance of the difference between the 8s of two sub-
groups is identical to testing the significance of the par-
tial of the s associated with the interaction terms (Ar-
nold 1982), the difference being that, in the first case,
moderators are continuous variables and, in the second
case, they are dichotomic. In both cases, the form of the
relationship is being tested. The significant differences
in fs in the subgroup analyses corresponds to the sig-
nificant interaction terms identified in Table 2 with the
exception of scanning in the first two subenvironments
and formalization and defensiveness in the last two sub-
environments. These three exceptions are borderline
cases (scanning, p = 0.1105; formalization, p = 0.1032;

® To ensure that the above moderating effects are not subject to a priori
correlations, correlation coefficients between each of the two pre-
sumed moderator variables and the dependent and predictor variables
are examined (the specific correlation coefficients are available on re-
quest from the lead author). On one hand, environmental hostility has
no significant relationships with technology policy and the majority
of predictor variables (7 out of the 10). As a result, hostility is consid-
ered as a pure moderator defined by Cohen and Cohen (1983) as a
variable that enters into interaction with predictor variables, while
having a negligible correlation with the criterion. On the other hand,
perceived environmental dynamism is significantly related to tech-
nology policy (the dependent variable) and to 6 out of 10 predictor
variables. This strongly suggests that environmental dynamism is not
a pure moderator.

MANAGEMENT SCIENCE/ Vol. 43, No. 6, June 1997

defensiveness, p = 0.1108) that can be explained by the
way the sample is split into subgroups.*

What is gained from the analyses presented in Table
3 is twofold: first, an indication of the direction of the
changes and of the values of the §s across subenviron-
ments and second, an assessment of the predictive va-
lidity of the set of determinants also across subenviron-
ments.

Overall results reveal some important observations.
First, technology policy is best explained by the pre-
dictor variables in highly hostile environments (R?
= 79.54%) and least explained in less dynamic envi-
ronments (R> = 43.71%). Second, proactiveness
emerges as a significant positive predictor across all
subenvironments, indicating that it plays a significant
role in the formulation of technology policy in SMEs.
Third, all predictor variables that relate significantly
to technology policy are positive except for riskiness
in the highly hostile subenvironment. This sheds
some light on the non-significant standardized beta
reported in Table 1 for riskiness. CEOs of manufac-
turing SMEs do not invest in high-risk innovative
projects when they perceive their environment to be
highly hostile.

A comparison of the different sub-environments also
yields significant findings. The significantly different (p
= 0.005) regression functions in the first two subenvi-
ronments allow us to support H4c and reinforce the role
of hostility as a strong moderator. Partial F tests dem-
onstrate that some specific standardized betas are sig-
nificantly different in low- and high-hostility environ-
ments. The role of technocratization and proactiveness
as predictors of technology policy is much higher in
hostile environments and the direction of the relation-
ship between riskiness and technology policy changes
as expected between the first two environments. The
significantly lower beta for futurity in hostile environ-
ments is intriguing: a long-term strategic orientation is
the most important determinant of technology policy in
less hostile environments but does not play a significant

* For example, rather than using the median to split their subgroups,
some authors have chosen to remove the grey zone in order to obtain
unambiguously distinct groups (see Miller and Friesen 1982 or Covin
and Covin 1990).
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Table 3 Testing the Predictive Validity of Technology Policy’s Determinants across Subenvironments: Results of Regression Analyses
Subenviranments
Low High

Independent Variables Low Hostility High Hostility p' Dynamism Dynamism p'
Structural Characteristics
Vi Formalization 0.13 0.27*** NS 0.28** 0.01 NS
V2 Technocratization —0.04 0.38*** 0.0021 —-0.07 0.02 NS
V3 Centralization 0.20* Q.27 NS 0.00 0.29** NS
Scanning
V4 Scanning mechanisms 0.10 -0.12 NS 0.05 -0.14 NS
Strategic Orientations
V5 Aggressiveness 0.14 0.28*** NS 0.15 0.14 NS
V6 Analysis —-0.14 -0.11 NS -0.18 0.22* 0.0874
V7 Defensiveness 0.15 0.36*** NS 0.19 Q.47+ NS
V8 Futurity Q.62+ 0.06 0.0050 0.36** 0.01 NS
V9 Proactiveness 0.29*** 0727 *** 0.0064 0.39*** 0.34*** NS
V10 Rickiness 0.36%%* -017* 0.0011 0.02 —0.02 NS
R? 60.09%**** 79.54%**** 0.0005 43.71%*** 6217 2" NS

*p < 010;** p <0.05; *** p<0.01; **** p<10.001;

' Comparisons between the first two regression functions and between the last two regression functions were performed using indicator variables (i.e.,
hostility = 0 if less than median and = 1 otherwise, dynamism = 0 if less than median and 0 otherwise) as suggested in Neter et al. (1990: 364-370). In
order to assess whether a particular regression coefficient g is different across subenvironments, a partial F test is performed following Neter et al. (1990:

369). The Chow test of the differences in the overall regressions between the subenvironments gives similar results: F = 3.99, p < 0.01 and F = 1.34, p

> 0.10 respectively for the first two and last two subenvironments.

role in highly hostile environments where short-term
considerations seem to prevail.

No significant differences are found between the re-
gression functions in low- versus high-dynamism sub-
environments and H4D is, therefore, not supported. In
highly dynamic environments, analysis acts as a signif-
icant predictor of technology policy while, in less dy-
namic environments, it becomes nonsignificant and
negative. Thus, the relationship between analysis and
technology policy is subject to the level of perceived
““predictability’”” of the environment. The best determi-
nant in highly dynamic environments is defensiveness,
indicating that, in small firms operating in a mature in-
dustry such as the metal sector, an emphasis on the ef-
ficiency of operations and product quality becomes an
important ingredient of technology policy when the en-
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vironment is perceived as highly unpredictable. Efforts
to improve what one already does well with respect to
existing products, markets, and technologies seems to
be the focus of technology policy in highly dynamic en-
vironments.

On the Strength of the Relationship. The results of
the correlation analyses conducted between technology
policy and each of its determinants reveals that corre-
lation coefficients do not vary significantly across the
different subenvironments except in the cases of cen-
tralization and riskiness in the first two subenviron-
ments and analysis and defensiveness in the last two
(Table 4). This suggests that only minimal support is
provided for hypotheses H4E and H4F because differ-
ential validity is found in only 4 of the 20 cases. Thus,
perceived environmental characteristics are not likely to
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Table 4
Correlation Analyses

Testing the Strength of the Relationship between Technology Policy and Each of Its Determinants Individually across Subenvironments:

Subenvironments

Low High Low High

Independent Variables Hostility Hostility ik Dynamism Dynamism p'
Structural Characteristics
Vi Formalization 0.26** 0.19 NS 032 —-0.03 NS
V2 Technocratization 0.03 0.26* NS -0.07 0.02 NS
V3 Centralization —-0.08 0.24* 0.0757 —0.04 0.22* NS
Scanning
V4 Scanning mechanisms 0.26** 0.27** NS 0:34%* 0.10 NS
Strategic Orientations
V5 Aggressiveness 0.05 -0.06 NS 0.06 —0.04 NS
V6 Analysis 0.26** 0.30** NS 0.15 15 bl 0.0346
V7 Defensiveness 0.36*** 0.50%** NS 0.26** 0.64**** 0.0149
V8 Futurity B0~ ** " 112 b B NS Q4755 0:50 %% NS
V9 Proactiveness 0.325 ¢ 0.54**** NS 0.34*** D:48% %" NS
V10 Riskiness 0.23* —0.43**** 0.0011 —0.08 0.00 NS

*p<<010: " p <005 2*5p < 0.01;: **** p<-0.001,

() Using the Fisher Z transformation of correlation coefficients to test the differences between correlation coefficients in the first two subenvironments and

in the last two subenvironments (unilateral test).

moderate the strength of the relationship between tech-
nology policy and most of its predictors.

4.3. Technology Policy, Realized Innovative Efforts
and the Moderating Effect of Perceived
Environmental Characteristics

Table 5 shows that technology policy is a strong deter-
minant of all three types of realized innovative efforts
(model 1) and is positively and significantly related to
technology policy (8 = 0.34, 0.40, and 0.37, respectively,
and p < 0.001 for all Bs) thus supporting H2. Using a
similar methodology to the one followed in the previous
analysis, the specific moderating effects of CEOs’ per-
ceptions of the external environment on the relationship
between technology policy and realized innovative ef-
forts are investigated.

On the Form of the Relationship. Further analysis
reported in Table 5 indicates that adding the two pre-
sumed moderators and interaction terms (models 2, 3,
and 5) increases significantly the explained variance

MANAGEMENT SCIENCE/ Vol. 43, No. 6, June 1997

only in the case of R&D. Yet, all interaction terms for all
three dependent variables are significant (Note 1 to Ta-
ble 5). Therefore, both environmental variables mod-
erate the form of the relationship between technology
policy and realized innovative efforts, fully supporting
hypotheses H5A and H5B.” The positive effect of an ag-
gressive technology policy on all three types of realized
innovative efforts (denoted by the three positive inter-
action terms in Table 5) is increased when combined
with higher perceived environmental dynamism. The

> Both perceived hostility and dynamism are significantly related to
two out of three dependent variables (R&D and innovativeness score)
and therefore can be termed quasi-moderators on the relationship be-
tween technology policy and R&D and innovativeness score. How-
ever, the two environmental variables are not related to external ex-
perience and, as such, are considered to be pure moderators on the
relationship between technology policy and external technological ex-
perience. Specific correlation coefficients are available on request from
the lead author.
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Table 5 Testing the Form of Moderating Effects of Perceived Environmental Characteristics on the Form of the Relationship between Realized

Innovative Efforts and Technology Policy (Moderated Regression Analysis)

Independent Variables

Dependent Variables

R&D

Innovativeness Core

External Technological Experience

Model 1: Technology policy
Model 2: Technology policy, hostility, and dyna-
mism

Model 3: Technology policy, hostility, dynamism,
and technology policy x hostility™

Model 4: Technology policy, hostility, dynamism,
and technology policy X dynamism‘

Model 5: Technology policy, hostility, dynamism,
technology policy x hostility, and technol-
ogy policy x dynamism'"

R =1171%%*
R? = 19.59%****
AR? =7.87%**
(model 2 vs. model 1)
R? = 28.83%****
AR? = 3.25%*
(model 3 vs. model 2)
R? = 20.78%****
AR? =1.20%
(model 4 vs. model 2)
R = 261296 %*
AR? = 6.54%**
(model 5 vs. model 2)

R = 16:00%"***
R? = 18.89%***
AR? = 2.89%
(model 2 vs. model 1)
R? = 19.39%***
AR? = 0.50%
(model 3 vs. model 2)
R? = 20.56%***
AR =1.67%
(model 4 vs. model 2)
R = 22.26%***
AR? =3.37%
(model 5 vs. model 2)

R? = 13.84%***
R? = 14.60%***
AR? = 0.76%
{model 2 vs. model 1)
R? = 15.89%***
AR? =1.29%
(model 3 vs. model 2)
R =i18.73%"%*
AR? = 213%
(model 4 vs. model 2)
= 1719% "
AR =25%%
(model 5 vs. model 2)

Ep=040; **p <005 **"p < D.01; ¥*** p < 0.001.
» Adjusted R? are reported.
e AR? = change in R%

« Significant interaction terms are as follows. When R&D is the dependent variable: technology policy x hostility (negative term); technology policy
X dynamism (positive term). When innovativeness score is the dependent variable: techhnology policy x hostility (negative term); technology policy x
dynamism (positive term). When external technological experience is the dependent variable: technology policy x hostility (positive term); technology policy

X dynamism (positive term).

joint influence of technology policy and perceived hos-
tility is positively related to external technological ex-
perience (positive interaction term) but negatively re-
lated to both R&D investments and innovativeness
score. Perceived hostility, therefore, has a dampening
effect on investments with relatively long payoff peri-
ods such as R&D and the adoption of computer-based
applications while at the same time appears to stimulate
the need for a better understanding of the external en-
vironment.

Results in Table 5 are consistent with those presented
in Table 6, where the regression equations are significantly
different across subenvironments for all three types of ef-
forts. Predictive validity also varies across subenviron-
ments: technology policy is a consistently better predictor
of each type of realized innovative effort in highly dy-
namic rather than less dynamic environments. In the less
hostile environments, technology policy is a significantly
better predictor of R&D whereas in the more hostile en-
vironments it is a better predictor of external technological
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experience. In 4 out of the 6 cases, the regression lines are
significantly different across subenvironments. Hence,
H5C and H5D are mostly supported.

On the Strength of the Relationship. Since regres-
sion coefficients (8s) and correlation coefficients “‘share
an identical test in simple bivariate regressions” (Ar-
nold 1982: 146), correlation coefficients corresponding
to the As in Table 6 are obviously similar and are not
presented here. However, testing the difference of the
correlation coefficients between subgroups does not
necessarily correspond to testing the difference of fs
between subgroups because the ratio of standard devi-
ations is not necessarily the same for each subgroup.®

® Arnold (1982) provides the classical example of the area of a rectan-
gle to demonstrate the phenomenon and also gives examples of two
data sets where, in the first data set, the degree of the relationship
between two variables (given by the correlation coefficients) is signif-
icantly different for two subgroups, while the form of the relationship
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Table 6 Testing the Predictive Validity of Technology Policy across Subenvironments: Results of Regression Analysis

Subenvironments

Dependent Variables Low Hostility High Hostility p' Low Dynamism High Dynamism p'
R&D = f(technology policy) B =047"*" p=1025* g = 0.20* =038
o= 20:44%%%* R? = 6.28%* 0.0079 R? = 3.90%* R=4417% 0.0806
Score of innovativeness for A=042""" B =0.39""* B8 =021"* B="0:611"""
computer-based applications R? =17.39%*** /=15 27 %" NS R? = 4.44%* R = 37.09%**** 0.0277
= f (technology policy)
External technological experience B = 0.25** B =050*"" B =030*** B.=047"""
= f (technology policy) R? = 6.43%** R =25.19%*** 0.0825 H2=9.90%3"* R = 21.65%*** NS

* o< 030; A% p:<-0.05; 7% p=s 001755 5 p < 0.001.

Indeed, we observe only two significant differences be-
tween correlation coefficients across the different sub-
environments. These differences occur with respect to
external technological experience for the first two sub-
environments (p < 0.10) and innovativeness score in the
last two environments (p < 0.02). This indicates that
environmental characteristics moderate the strength of
the relationship between technology policy and one
type of innovative effort. Thus minimal support is pro-
vided for hypotheses H5E and H5F.

4.4. Realized Innovative Efforts and Performance

Table 7 reveals a link between financial performance
and one form of innovative effort (score for process in-
novativeness) and thus H34 is only partially supported.
Hard economic times for North American manufactur-
ing firms at the time of this survey (early 1990s) may
provide some explanation for the lack for significant
findings. The negative coefficient observed for R&D
could be sector-specific: in the metal industry, R&D ac-
tivities are generally somewhat lower than in high tech-
nology sectors such as biotechnology and, surprisingly,
additional analysis reveals that, in our sample, R&D in-
vestments are not correlated with the degree of process
innovativeness (r = 0.01, p = 0.91). In fact, it has been
shown that unfavourable economic conditions translate
quickly into poor performance in small firms due in part
to their lack of liquidity. During the course of inter-

(given by the fs) is not and where, in the second data set, the reverse
phenomenon is observed.
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views, number of CEOs reported that the general slow-
down in the industry was forcing them to rely on past
profits to maintain ongoing operations.

Support for hypothesis H3B is more evident as the link
between export-generated sales and innovation efforts ap-
pears to be stronger: all correlation coefficients are positive
and the scores for innovativeness and external technolog-
ical experience are significantly related to export perfor-
mance (r = 0.21, p < 0.05, and r = 0.18, p < 0.05).

The minimal support for H3A and the somewhat
stronger support for H38 may also be explained by the
fact that small firms sacrifice short-term benefits for the
longer-term benefits that may accrue from the opening-
up of new markets. This is confirmed by the positive yet
nonsignificant correlation coefficient between financial
performance and export performance (r = 0.11) and sup-
ports results from previous studies suggesting that the
market share-profitability relationship is not necessarily
positive and in fact is context specific (Prescott et al. 1986).

Table 7 Intercorrelations between Realized Innovative Efforts and
Performance (n = 84)

Financial Performance Export
Realized Innovative Efforts (n = 84) Performance
R&D —-0.05 0.09
Innovativeness score for com-
puter-based applications 0.14* g.21°*
External technological experience 0.11 0.18**

S0 =0 p <1005 Y p =001 p < 0:004.
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5. Summary of Results and Research

Limitations

The majority of hypotheses (10 out of the 18) are either
mostly or fully supported and the empirical results un-
veil the presence of complex relationships. Support for
the hypotheses is not as clearcut as it would have been
if we had adopted a much more reductionist approach
by limiting the analysis to a smaller number of vari-
ables. The rather large set of variables involved in this
study allows a broader conceptualization of the impli-
cations of coalignment. As such, perceived hostility and
dynamism are considered distinct characteristics shown
to play differing moderating roles on the specified re-
lationships. Furthermore, these relationships are inves-
tigated taking into account the different constituent di-
mensions of strategy, structure, innovative efforts, and
performance (6, 3, 3, and 2 dimensions, respectively).

This study yields some important findings that are
significant for understanding technology management
in small firms. These findings are as follows:

1. Structural characteristics and scanning mecha-
nisms are less important determinants of technology
policy than the strategic orientation of the enterprise.

2. Perceived environmental hostility plays a more
important moderating role on the relationship between
technology policy and its determinants than perceived
environmental dynamism.

3. Hostility and dynamism are shown to have spe-
cific and differing moderating effects on the form and
strength of the relationship between technology policy
and some of its determinants.

4. Similarly, hostility and dynamism also play mod-
erating roles, mostly with respect to the form of the re-
lationship between technology policy and realized in-
novative efforts.

5. A more aggressive technology policy leads to
greater realized innovative efforts, which in turn are
positively related to export performance and, to a lesser
extent, to financial performance.

Study findings should thus be interpreted in the light
of certain limitations. Any research design is faced with
tradeoffs (Weick 1979) since trying to achieve simulta-
neously generalizability, simplicity, and accuracy or
dealing with what Thorngate (1976) called the postulate
of commensurate complexity is indeed an impossible
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task. First, the sample is rather small (n = 84) and ho-
mogeneous. This may preclude our making comprehen-
sive generalizations: the results may be context-specific,
because both industrial sector and organizational size
have a definite impact. Second, caution must be exer-
cised, as reciprocal causality may exist among certain
variables. Third, each firm’s results are based on data
given by a single informant (the CEQ) at a given point
in time.

On the other hand, some of these limitations can also
be viewed as providing benefits. Considerable efforts
were made to identify a rather homogeneous and tight
sample within a well-defined geographical area where
firms share a common political, social, and fiscal envi-
ronment and where the availability and cost of produc-
tion factors are largely similar. Furthermore, concen-
trating on firms of a similar size within a single industry
allows one to examine contingency perspectives within
a similar context which, according to Ginsberg and Ven-
katraman (1985), constitutes a first step before making
generalizations. Yet this does not imply that no differ-
ence exists, because variations could be attributed to the
specificity of a firm'’s activity within the overall metal
sector. The small sample size also allows one to conduct
two-to-three-hour-long structured interviews on site:
the data collected is probably more accurate and richer
than it would be otherwise. Researchers also noticed
that the timing of this survey influenced the results. All
the CEOs we talked to were deeply concerned with the
recession. This suggests that the results of this study, or
of other studies, for that matter, should be considered
in the light of the economic context. The fact that only
CEOs were interviewed, no matter how difficult it
might have been to reach them, is also a strength in any
research on strategic orientations and activities in SMEs
and becomes an essential condition when studying the
impact of environmental perceptions on strategic activ-
ities and organizational outcomes.

6. Conclusion

Two major contributions emerge from the study.
First, the focus on the strategic management of tech-
nology helps to better understand an understudied
but crucial dimension of small firm competitiveness.
Second, while environment has long been considered
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an important contingency variable by researchers,
this study departs from past research efforts in dem-
onstrating empirically the power of environmental
perceptions on the formulation and enactment of
technology policy in SMEs and its subsequent organ-
izational impacts in terms of realized innovative ef-
forts and firm performance.

Theoretical implications are far-reaching. The se-
quence S + D — TP — REI — P sheds some light on a
complex phenomenon which offers several research av-
enues. The model presented in Figure 1 is essentially
static but could be extended to include the dynamic na-
ture that is assumed in the framework. Future research
should concentrate on the feedback loop from the out-
come variables to the predictor variables concentrating
on the impact of performance on the determinants of
technology policy. Furthermore, if environmental per-
ceptions override reality, how are perceptions formed?
And how can we determine the prism effect of CEOs’
personal biases? Answering such questions requires
that considerable emphasis be placed on the cognitive
schemas of CEOs and their relationships with strategy
formulation in general and technology policy in partic-
ular.

The practical implications are also obvious, as mis-
read and / or misinterpreted environments will result in
inadequate technology policy. This in turn will proba-
bly translate into suboptimal allocation of resources,
which could be detrimental to the overall performance
or survival of a firm. This is indeed a critical issue for
all firms, especially for SMEs, which face scarce human
and financial resources. In our industrial economies,
these firms are increasingly important because they are
known to provide a significant number of new job cre-
ation opportunities as well as being an important struc-
tural mechanism for innovation, and as a result warrant
more attention on the part of researchers and policy
makers.”

7 The authors are grateful to the Departmental Editor and three anon-
ymous referees. Their detailed comments and direction improved con-
siderably the content and final orientation of the paper. This work was
supported in part by research grants from SSHRC and FCAR.

Appendix 1. Structured Interview Guide

I. Dependent Variable
Technology policy: (measured on 7-point scales ranging from
“strongly disagree” to “strongly agree”); the degree to which respon-

MANAGEMENT SCIENCE/Vol. 43, No. 6, June 1997

dents agree that they (1) have always tried to explore the most up-to-
date production-operations technology; (2) move ahead with plans to
evaluate new processing equipment; (3) have a long tradition and rep-
utation in the industry for attempting to be first in trying out new
methods and equipment; (4) plan to increase R&D spending over the
next five years; (5) spend more than most firms in the industry on new
product development; (6) are actively engaged in a campaign to re-
cruit the best qualified technical personnel available; (7) are actively
engaged in a campaign to recruit the best qualified marketing person-
nel available; (8) are one of the few firms in the industry that does
technological forecasting for products; (9) are one of the few firms in
the industry that does technological forecasting for production pro-
cesses.

II. Predictor Variables

Technocratization: number of scientists, engineers, programmers, and
technicians divided by the total number of employees.
Formalisation: (measured on 7-point scales using opposite anchor
phrases); the degree to which (1) there are complete job descriptions
for all jobs; (2) employees must strictly abide by company rules; (3)
there are no arguments about job overlap among managers.
Centralisation: (measured on 7-point scales corresponding to mana-
gerial levels); the level of management responsible for making deci-
sions of the following types (1) capital budgeting; (2) introduction of
new products; (3) acquisition of other companies; (4) pricing of major
product lines; (5) entry into major new markets; (6) hiring and firing
senior personnel.

Scanning: (measured on 7-point scales ranging from “never used” to
“used extremely frequently”’); the extent to which the firm uses the
following scanning methods to gather information about its environ-
ment (1) routine gathering of opinions from clients; (2) explicit track-
ing of policies and tactics of competitors; (3) sales forecasting and cus-
tomer preferences; (4) special market research studies.

STROBE: (measured on 7-point scales ranging from “strongly dis-
agree” to “strongly agree”)

* Aggressiveness dimension: the extent to which (1) profitability is
sacrificed to gain market share; (2) prices are cut to gain market share;
(3) prices are set below competition; (4) a market share position is
sought at the expense of cash flow and profitability.

¢ Analysis dimension: the extent to which (1) effective coordination
is emphasized among different functional areas; (2) it is believed that
information systems provide support for decision making; (3) thor-
ough analysis is developed when confronted with a major decision;
(4) the use of planning techniques is encouraged; (5) the use of the
output of management information and control systems is encour-
aged; (6) manpower planning and performance appraisal of senior
managers is encouraged.

* Defensiveness dimension: the extent to which (1) significant mod-
ifications to the manufacturing technology were brought; (2) the use
of cost control systems for monitoring performance is encouraged; (3)
the use of production management techniques is encouraged; (4) prod-
uct quality is emphasized.

e Futurity dimension: the extent to which (1) the criteria for resource
allocation generally reflect short term considerations; (2) basic
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research is emphasized to provide a future competitive edge; (3) key
indicators of operations are forecasted; (4) a formal tracking of general
trends is available; (5) critical issues are analysed.

* Proactiveness dimension: the extent to which respondents agree
that (1) new opportunities related to present operations are constantly
sought; (2) they are the first to introduce new brands or products in
the market; (3) they are constantly on the lookout for businesses that
can be acquired; (4) competitors generally pre-empt them by expand-
ing capacity; (5) operations in the later stages of life cycle are strate-
gically eliminated.

¢ Riskiness dimension: the extent to which (1) activities can generally
be characterized as high-risk; (2) a rather conservative review is
adopted when making major decisions; (3) new projects are approved
on a “‘stage by stage’” basis; (4) operations have generally followed the
“tried and true” paths; (5) projects where the expected returns are
certain tend to be supported.

III. Moderator Variables

Environmental hostility: (measured on 7-point scales ranging from
“not a substantial threat” to a “a very substantial threat”’); ® the extent
to which the external environment is considered as a threat to the
survival of the firm; ® the extent to which the following challenges are
considered as threatening (1) tough price competition; (2) competition
in product quality or novelty; (3) dwindling markets for products; (4)
scarce supply of labour and / or material; (5) government interference.
Environmental dynamism: (measured on 7-point scales using oppo-
site anchor phrases); the degree to which respondents agree that (1)

Appendix 2

changes in marketing practices are required to keep up with the mar-
kets and the competitors; (2) the rate at which products and services
in this industry become obsolete is very slow; (3) actions of competi-
tors are easy to predict; (4) demand and customer tastes are easy to
forecast; (5) production / service technology is well established and not
subject to significant change.

IV. Predicted Variables

Research and Development: R&D as a % of sales.

Degree of Process Innovativeness: see Appendix 2.

External technological experience: (measured on 7-point scales rang-
ing from “very minimal”’ to “very maximal’’) The extent of (1) aware-
ness of the most recent technological developments; (2) knowledge on
the availability of the most recent technological developments in the
market; (3) awareness of the comparative advantages that can be de-
rived from these most recent developments.

V. Outcome Variables

Financial performance compared to industry: (measured on 7-point
scales ranging from “below industry average” to ““above industry av-
erage’’); respondents’ performance evaluation compared to industry
average with respect to (1) annual rate of growth measured in per-
centage of total assets in the last five years; (2) annual rate of growth
of sales in the last five years; (3) average rate of return in the last five
years.

Export performance: export sales divided by total sales.

Measuring the Degree of Process Innovativeness of a Manufacturing Firm

Degree of process innovativeness for computer-based administrative applications = =%, j; x r, where j; = 0 or 1 depending on the adoption of innovation
J, and r; = degree of radicalness of innovation j as established by a panel of experts who ranked each innovation on 7-point Likert scales.

Computer-based administration applications: i, = Accounts payable/accounts receivable; » = Inventory management; i = Sales analysis; iy = Payroll; i
= Billing; i = Cost accounting; /; = Operations management; ; = Word processing; i = Electronic mail/electronic filing.

Computer-based production applications: Production Technology i, = Computer-assisted design (CAD) and/or Computer-assisted engineering (CAE); i,
= CAD output used to control manufacturing machines (CAD/CAM); Fabrication and Assembly: i, = Flexible manufacturing cells (FMC) or systems
(FMS); i3 = Numerical control machines (NC); i, = Pick and place robots; is = Other robots. Automated Material Handling: /s = Automated storage
and retrieval system (AS/RS); i;; = Automated guided vehicle system (AGVS). Automated Sensor-Based Inspection and/or Test Equipment: jjg =
Performed on incoming or in-process materials; s = Performed on final product. Communications and Control: kg = Inter-company computer network
linking plant to subcontractors; Manufacturing Information Systems: &, = MRPI or MRPI1.

* Adapted from a typology produced by Statistics Canada (1989).
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